IOWA STATE UNIVERSITY

Digital Repository

Iowa State University Capstones, Theses and

Retrospective Theses and Dissertations . .
Dissertations

1990

Design and simulation of a wafer scale integration
magnetoresistive memory architecture

Kurt Eugene Spears

Towa State University

Follow this and additional works at: https://lib.dr.iastate.edu/rtd
b Part of the Electrical and Flectronics Commons

Recommended Citation

Spears, Kurt Eugene, "Design and simulation of a wafer scale integration magnetoresistive memory architecture " (1990). Retrospective
Theses and Dissertations. 9894.
https://lib.dr.iastate.edu/rtd /9894

This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at lowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University

Digital Repository. For more information, please contact digirep@iastate.edu.

www.manharaa.com



http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/270?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd/9894?utm_source=lib.dr.iastate.edu%2Frtd%2F9894&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digirep@iastate.edu

MICROFILMED 1991




INFORMATION TO USERS

The most advanced technology has been used to photograph and
reproduce this manuscript from the microfilm master. UMI films the
text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any
type of computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality
illustrations and photographs, print bleedthrough, substandard margins,
and improper alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete
manuscript and there are missing pages, these will be noted. Also, if
unauthorized copyright material had to be removed, a note will indicate
the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand corner and
continuing from left to right in equal sections with small overlaps. Each
original is also photographed in one exposure and is included in
reduced form at the back of the book.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6" x 9" black and white
photographic prints are available for any photographs or illustrations
appearing in this copy for an additional charge. Contact UMI directly
to order.

UMI
University Microfilms International
A Bell & Howell Information Company

300 North Zeeb Road. Ann Arbor, Ml 48106-1346 USA
313/761-4700 800/521-0600






Order Number 9110567

Design and simulation of a wafer scale integration magnetoresistive
memory architecture

Spears, Kurt Eugene, Ph.D.

Iowa State University, 1990

Copyright ©1991 by Spears, Kurt Eugene. All rights reserved.

U-M-1

300 N. ZeebRd.
Ann Arbor, MI 48106






Design and simulation of a
wafer scale integration

magnetoresistive memory architecture

by

Kurt Eugene Spears

A Dissertation Submitted to the
Graduate Faculty in Partial Fulfillment of the
Requirements for the Degree of
DOCTOR OF PHILOSOPHY

Department: Electrical Engineering and Computer Engineering
Major: Computer Engineering

Approved:
Members of the Committee:

Signature was redacted for privacy.

In Charge of Major Work

Signature was redacted for privacy.

For the Major Department
Signature was redacted for privacy.

Signature was redacted for privacy.

f?or’t}:é Graduate College

Iowa State University:
Ames, Iowa

1990
Copyright © Kurt Eugene Spears, 1990. All rights reserved.




. Introduction . . s s ¢ s ¢ s s s s e e e
1.1 Purpose of Thesxs e 4 s e e s e e e e e
12 Methodology . . . « « « + ¢ « ¢ o ¢ « &

. MEMORY TECHNOLOGIES . . . . . . « . .

21 Introduction . . . e e e e e e e

2.2 Existing Memory chhnologlcs . .
221 Electro-Mechanical Memory . . . . . .
222 Semiconductor Memory . . .

23 Memory Hierarchy . . . . . . . . .
23.1 Performance Impact of Magnctorcsxstxvc Memory

2.4 Magnetoresistive Memory . . . . . . . . .
2.4.1 Introduction . . . c o o 4 s e e o
242 Wafer Scale Apphcanon e e e e e e s

. WAFER SCALE INTEGRATION , . . ., . . .

3.1 Introduction . . . e v e e e

3.2 History of Wafer Scale Intcgrauon e e e e e

33 Wafer Scale Integration Technologies . .

3.4 Current Wafer Scale Integration Products and Pro;ects
34.1 Anamartic WaferStack . . . . . . .
342 InovalMbitSRAM . . . . . . . . .
343 Inova 8-Mbit SRAM . ., . o o e

3.5 Wafer Scale Integration Technologies For Mcmory

. WAFERSCALEDESIGN . . . . . . . . . .
4.1 Yield versus Capacity Trade-off . . . . . . .
42 Testability . . . . . « o s e s e 4
43 Reconfigurability . . . . . . . . . . .
44 Power Requirements . . . . . .+ « . . .
45 Performance . . . e e e e e e
4.6 Architecture and Rcdundancy e e e e e e
47 AddressDecoding . . . « « + « « « « o« .

. DESIGNSIMULATION . . . . . . .
5.1 Introduction . . . .

5.2 Overview of Model .

53 16-KbModel . . . . .
54 1-MbModel . . . . .
5.5 Wafer Yield Model .

. SIMULATIONRESULTS . . . . « « . .« .
6.1 Introduction . . . . e
62 Limitatioas and Approxlmatnons .
63 Interpretingthe Results . . . . .
64 NumericalResults . ., . . . . .
6.5 Optimizing Redundancy . . . .

6.6 Characteristics of the Optimized Des:gn

L CONCLUSIONS . . . ¢« ¢« ¢ ¢ ¢ ¢ o o o &
71 FutureResearch . . . . . . « . .« . .

-
.
e s & o
e e o6 o e o
.

e o o e & e o
.

e o & e ® e s s e e

e e ® e s

a e & e & o o s e

e & e s s e =



8 REFERENCES . . . . . . . « . . . . .
9. ACKNOWLEDGEMENTS . . . . . . . . .
APPENDIX A: APPROXIMATION VERIFICATION CODE

10.
11.

APPENDIX B: SIMULATION SOURCE CODE . .
APPENDIX C: GRAPHICAL SIMULATION RESULTS

.

67
69

8



iv

LIST OF FIGURES

Figure 1. Cost and Access Time for Current Memory Technologies . .
Figure 2. Magnetoresistive double layer . . . . . . . . . . . .
Figure 3. Magnetoresistive memoryelement . . . . . . . . .« . .
Figure 4. Stoner-Wolhfarth threshold for a 1.5x5 um clement . . . . .
Figure 5. Output curves for a magnetoresistive element . . . . . . .
Figure 6. Redundancy locations for lowest levels . . . . . . . .
Figure 7. Address decodingof host address . . . . . . . . . . .
Figure 8. Block diagram of simulation . . . . . . . . . . . . .
Figure 9. Effectiveness of Redundancy forM=64 . . . . . . . .
Figure 10. Manufacturing Process Range and Distributions . . . . . .
Figure 11. Normal Distribution Used in Simulation . . . . . . .
Figure 12, Distribution of Top Ten Mean Distribution Combinations
Figure 13. Capacity Probability . . . . . . . . « . . . . . .
Figure 14. Number of Functional Modules Probability . . . . . .
Figure 15. Yield of Capacities (Number of Functional Modules)
Figure 16. Yield of Capacitiesover200MB . . . . . . . .

Figure 17. Cost and Access Times of Memory Technologies with 1993 Additions .

Figure 18, Mean Yield Capacities (grouped by level 1 redundancy) .

Figure 19. Centered Yield Capacities (grouped by level 1 redundancy) . . .
Figure 20. LL_Centered Yield Capacities (grouped by level 1 redundancy) . .
Figure 21. LR_Centered Yield Capacities (grouped by level 1 redundancy)
Figure 22. UL_Centered Yield Capacities (grouped by level 1 redundancy)
Figure 23. UR _Centered Yield Capacities (grouped by level 1 redundancy)
Figure 24, Mean Yield Capacities (grouped by level 2 redundancy) . . .
Figure 25. Centered Yield Capacities (grouped by level 2 redundancy) . . .
Figure 26. LL_Centered Yield Capacities (grouped by level 2 redundancy) . .
Figure 27. LR_Centered Yield Capacities (grouped by level 2 redundancy)
Figure 28. UL _Centered Yield Capacities (grouped by level 2 redundancy) .
Figure 29. UR _Centered Yield Capacities (grouped by level 2 redundancy) .

S2E288BIXTRRIIEALD



TABLE 1.
TABLE 2.
TABLE 3.
TABLE 4.
TABLE 5.
TABLE 6.
TABLE 7.
TABLE 8.
TABLE 9.
TABLE 10.
TABLE 11.
TABLE 12
TABLE 13. .
TABLE 14,
TABLE 15.
TABLE 16.
TABLE 17.
TABLE 18.
TABLE 19.
TABLE 20.
TABLE 21.
TABLE 22

TABLE 23,
TABLE 24,
TABLE 25.
TABLE 26.
TABLE 27.
TABLE 28.
TABLE 29,
TABLE 30.

LIST OF TABLES

1990 Winchester Disk Attributes . . . . . . . . « . . .
Projected 1993 Winchester Disk Attributes . . . . . . . . . .
1990 Optical Disk Attributes . . . . . . . . . . . .
Projected 1993 Optical Disk Attributes . . . . . . . .

1990 Reel-to-Reel Tape Attributes . . . . . . . . . . . .
Projected 1993 Reel-to-Reel Tape Attributes . . . . . . . .
1990 Half-Inch Cartridge Longitudinal Tape Attributes . . .
Projected 1993 Half-Inch Cartridge Longitudinal Tape Attributes .

1990 Cartridge Longitudinal Tape Attributes . . . . . . . . .
Projected 1993 Cartridge Longitudinal Tape Attributes . . . . . .
1990 Helical Scan Tape Attributes . . . . . . . . . . &
Projected 1993 Helical Scan Tape Attributes . . . . . . . . .
1990 Optical Tape Attributes . . . . « « « & ¢« « ¢ « +
Projected 1993 Optical Tape Attributes . . . . . . « . . . .
1990 Autochanger System Attributes . . . . . . . . . . . .
Projected 1993 Autochanger System Attributes . . . . .

1990 Static RAM Attributes . . . . . . . . . o o .
Projected 1993 Static RAM Attributes . . . . . . . . . . .
1990 Dynamic RAM Attributes . . . . . « . « « .« .« .« .
Projected 1993 Dynamic RAM Attributes . . . . . . . . . .
Online Memory Attributes . . « + « v « ¢« + ¢ & o o o

Projected Cost/Performance For DRAM, MRAM, and Hard Disk Mass
MemorieSs . « & ¢ ¢ ¢ ¢ ¢ ¢ ¢ o o o o & o o o .

Miss Ratios for Three Commercial Systems . . . . . . . .

Disk Cache Performance for Three Commercial Systems . . . . . ..

Previous WSIProjects -+ ¢ v + ¢« o & o o o o o o o o

Design Requirements for Wafer Scale Magnetoresistive Memory . . .
Test times for memory module testing . . . . . . . . . . .
Test costs of memory module testing . . . . . . « . .« « . .
Redundancy costs for binary tree structure . . . . . . . . . .

Areal cost of redundancy at 16-Kblevel . . . . . . . . . . . .

O O N NN 6 &

10
1
11

6B

14
14
16
16
17
17
18



TABLE 31.
TABLE 32,
TABLE 33.
TABLE 34,
TABLE 35.
TABLE 36.
TABLE 37.
TABLE 38.
TABLE 39.
TABLE 40.

Areal cost of redundancy at 1-Mb level .

Percent of Usable Arca at Wafer level
Number of 1-Mb Modules on Wafer .
Yields vs. Parameters . . . . .
Values of Normal Distribution . . .
Numerical Results of the Simulation .
Numerical Results of the Simulation .
Top Ten Yields for Distributions . .
Estimated Product Costs . . . .
Wafer Scale Product Attributes . .




1. Introduction

1.1 Purpose of Thesis

The purpose of this thesis is to investigate the implementation of magnetoresistive memory
using wafer scale integration, Wafer scale integration involves the integration of very large numbers
of semiconductor devices on a single semiconductor wafer. The primary concern of the thesis is
examining the types of defects and their distribution to facilitate the design of redundancy on the

wafer to allow acceptable yields.
1.2 Methodology

The methodology used to arrive at the optimized wafer design parallels the format of the
thesis. First, current memory technologies are examined to establish performance, capacity and yield
requirements for a new memory product. This work is detailed in Chapter Two. Chapter Two also
examines how magnetoresistive memory competes with existing memory technologies and why wafer
scale integration is required to allow magnetoresistive memory to succeed. Given the need for wafer
scale integration, Chapter Three examines the current state of wafer scale integration technology.
Chapter Three examines current trends and products utilizing wafer scale integration and then
focuses on wafer scale memory products and their associated problems. These problems consist
mainly of various types of semiconductor defects and their effect on product yields. With knowledge
of the types and densities of defects in wafer scale integration, Chapter Four describes the variety of
methods of compensating for defects. Each of the methods has advantages and disadvantages in
terms of yield, capacity and testability. Chapter Four examines the interdependencies of yield,
capacity and testability and proposes feasible memory designs. These memory designs and defect

probabilities are modelled in Chapter Five using a computer simulation. The computer simulation




determines whether the redundancy in the memory design can compensate the simulated defect
density and distribution. The results of the computer simulations are detailed in Chapter Six. The
results indicate the optimal redundancy for wafer scale magnetoresistive memory. The results are
utilized in Chapter Six to optimize the design of the wafer scale memory. Finally, Chapter Seven

summarizes the feasibility of wafer scale magnetoresistive memory and describes future research.




2, MEMORY TECHNOLOGIES

2.1 Introduction

Memory systems are a critical component of computer systems. Memory systems in computers
consist of multiple components with differing size, speed and cost attributes. This chapter examines
existing memory technologies and discusses the advantages and disadvantages of each. Memory
hierarchies which combine memory technologies into a memory system are summarized. This
chapter also examines magnetoresistive memory technology and how it can be used to enhance

memory system performance.
2.2 Existing Memory Technologies

Existing memory technologies can be divided into two categories, electro-mechanical and
semiconductor. Electro-mechanical memory consisting of winchester disks, optical disks, and tape
systems is comprised of a mechanical moving media and a read-write subsystem for writing and
reading data from the media. Semiconductor memory consists of static and dynamic random access
memory (RAM). Bubble memory will not be considered because it is not widely used and is not an
emerging technology. Semiconductor memory consists of electronic devices on a semiconductor
substrate and has no moving media. Each of these technologies is discussed in detail below and

summarized according to the following attributes.

Access time Access time refers to the amount of delay associated with fulfilling a

random request for data.

Capacity Capacity is the amount of on-line data which can be stored on a physical

unit.




Transfer rate Transfer rate is the amount of data per second which can be written or

read from the device on a sustained basis.

Cost per megabyte Cost per megabyte is a merit which evaluates a technology based on unit
price and capacity. Cost per megabyte only includes the capacity which can
be accessed without operator intervention. For stand alone units this is a
single side of a single piece of media. For autochangers, it is the entire

amount of media which can be present in the autochanger.

Removable media cost Removable media cost is the cost per megabyte of removable media for

technologies with removable media.

Areal density Areal density is the number of bits which can be stored in one square inch.
2.2.1 Electro-Mechanical Memory

Electro-mechanical memory consists of a read-write subsystem and some type of media. The
electro-mechanical memory typically uses either magnetic or magneto-optical properties to store
data. Electro-mechanical memory is characterized by slow access times, high capacity, moderate

transfer rates and moderate to low cost per megabyte.

2.2.1.1 Winchester Disks Winchester disks use magnetic recording technology to record
information on rigid magnetic media. The recording subsystem consists of rotating magnetic media
and a read-write head which can traverse the tracks of data which are recorded in concentric circles

on the media.

Winchester disk technology continues to advance despite assertions that it is a mature
technology with little room for improvement. Key areas of advancement are in areal recording
density and access time. Areal recording density in combination with recording area determines the

capacity of a platter. Multiple platters are present in high performance high capacity winchester




disks. Areal recording density is the product of two factors, recording density per track and track
density. Recording density per track has improved with the use of thin-film plated media and lower
flying heights for heads.! Improved recording techniques have also contributed to increased
recording density per track®! Track density has been improved through the development of
dedicated servo surfaces and embedded positioning systems. Dedicated servo surfaces use one of the
available platters to control the tracking system for all the remaining platters. Embedded positioning
systems use servo information which is embedded in the recording tracks on all the platters. Access
time has improved through the use of voice-coil actuators and higher rotational speeds. Voice-coil
actuators position the read/write head over the proper track and have reduced access time due to
positioning the head and have also contributed to increased track density. Higher rotational speeds
have reduced access time by reducing the latency due to disk rotation. Winchester disks are expected

to advance technologically in the following areas.!
¢ Thin-film and magnetoresistive heads
¢ Disk medium using film barium ferrite or metal particles.
¢ Embedded servo for increased tracks per inch

e Improved signal processing to compensate for decreased signal-to-noise ratio from smaller

bits.
¢ Low mass actuators and air bearings to improve head to track registration,

Winchester disk attributes for the current year(1990) and projected attributes for 1993 are listed in

Tables 1 and 2 respectively.

2.2.1.2 Optical Disks  Rewriteable optical disks consist of an optically sensitive surface and
an optical read-write head. Optical disks currently on the market utilize magneto-optical recording.
A laser diode writes the data on the surface at a high laser power and reads data using a lower laser

power. A biasing magnet is used to control the state of the bits heated by the high power laser. A




TABLE 1. 1990 Winchester Disk Attributes

Access Time 12 - 20 milliseconds
Capacity 20 - 1600 megabytes

Transfer Rate 2-15 megabits/second
Cost per Megabyte 4-10 $/megabyte
Removable Media Cost N.A. $/megabyte

Areal Density 40 x 10e6 bits per square inch
Source: IEEE Spectrum Feb 1987

TABLE 2, Projected 1993 Winchester Disk Attributes

Access Time 10 - 20 milliseconds
Capacity 40 - 6400 megabytes

Transfer Rate 2-30 megabits/second
Cost per Megabyte 2-10 $/megabyte
Removable Media Cost N.A. $/megabyte

Areal Density 80 x 10e6 bits per square inch
Source: IEEE Spectrum Feb 1987

combination of factors including the mass of the biasing magnet and the time required for the bits to
cool to below the Curie temperature necessitate a two pass write operation. The first pass is used to
set all bits to a known state while the second pass is used to write bits which should be in the

opposite state.

Rewriteable optical disks are a recent entry in the mass storage market. Optical disks are
expected to compete with winchester disks in the future but currently are slower due to larger mass
heads and multiple pass write operations. Due to the size and expense of the optical head, optical
drives only write on one side of the media. Using the other side of the media requires that the
media be removed and flipped by a mechanical system or a human operator. Because of this fact,
capacity is quoted as the single side capacity and cost per megabyte is calculated based on the single
side capacity. Multiple pass write operations decrease the transfer rate for write operations and as a
result two transfer rates are quoted. The first rate refers to the read transfer rate while the value in

parentheses is the write transfer rate.




Optical disks have the advantage of removable media and high areal density. The removable
media allows a single optical mechanism to record data on a number of surfaces and allows for the
removal and archiving of data. Higher areal density should allow more data in smaller packages as
optical heads are reduced in size and mass. Optical disk research is expected to advance in the

following areas.”’)
¢ Shorter wavelength and higher power laser diodes.
¢ Direct-overwrite media which allows one pass write operations.
o Improved signal processing to compensate for decreased signal-to-noise ratio from smaller bits.
¢ Low mass actuators and air bearings to improve head to track registration.
o Integrated low mass optical heads.

The current(1990) attributes and projected 1993 attributes are listed in Tables 3 and 4 respectively.

TABLE 3. 1990 Optical Disk Attributes

Access Time 40 - 100 milliseconds
Capacity 160 - 512 megabytes (per side)
Transfer Rate 24-66(1.2-33) megabits /second
Cost per Megabyte 12-24 $/megabyte
Removable Media Cost 0.38 $/megabyte

Areal Density 350 x 10e6 bits per square inch
Source: Rothchild Consultants - The Optical Memory Report Dec. 1989

TABLE 4. Projected 1993 Optical Disk Attributes

Access Time 15 - 100 milliseconds
Capacity : 256 - 2000 megabytes
Transfer Rate 24-24 megabits/second
Cost per Megabyte 3-12 $/megabyte
Removable Media Cost 0.10 - 0.38 $/megabyte

Areal Density 1.4 x 10e9 bits per square inch
Source: Rothchild Consultants - The Optical Memory Report Dec. 1989




2.2.1.3 Reel-to-Reel Tapes  Reel-to-Reel tape has existed in the computer industry for many
years and is still the current archive for most data processing operations. Large libraries of archived
data on half inch tape perpetuate the use of the technology which has changed very little since its

introduction.

Half inch reel-to-reel tape uses a nine track read-write head to record data in parallel tracks as
the tape media is moved over the stationary head. Eight of the tracks contain data while the ninth
track contains parity, The data are recorded in either 800, 1600 or 6250 bits per inch density. Major
drawbacks of tape media are the rewind time encountered at the end of media and reposition cycles
or wasted media if data are not ready when the drive is correctly positioned and moving down the

tape.

Data compression has recently increased capacity by a factor of about three and is expected to
become widely used. Other areas of technological advancement are increased recording densities and
higher linear tape speed. Recording density is projected to double to 12500 bits per inch and later

double again to 25000 bits per inch. Technological advancement areas are listed below.
e Data compression.
s Increased recording density.
e Higher linear tape speed.
The current(1990) attributes and projected 1993 attributes are listed in Tables 5 and 6 respectively.

2.2.1.4 Half-Inch Cartridge Longitudinal Tapes Half-inch cartridge longitudinal tape is a
relatively new tape technology based on IBM’s 3480 tape cartridge. The cartridge measures 1 x4 x 5
inches and is between 450 and 600 feet in length. The tape is pulled out of the cartridge and wound

on a take-up reel during writing or reading. The tape is rewound back into the cartridge to be

unloaded.




TABLE 5. 1990 Reel-to-Reel Tape Attributes

Access Time 45 - 120 seconds
Capacity 40 - 500 megabytes
Transfer Rate 038 - 100 megabits/second
Cost per Megabyte 40 - 80 $/megabyte
Removable Media Cost 0.10 - 0.20 $/megabyte
Areal Density 100 x 10e3 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Half-Inch Reel and Cartridge Products

TABLE 6. Projected 1993 Reel-to-Reel Tape Attributes

Access Time 45 - 120 seconds
Capacity 40 - 700 megabytes
Transfer Rate 0.8 - 180 megabits/second
Cost per Megabyte 30-80 $/megabyte
Removable Media Cost 0.10 - 0.20 $/megabyte
Areal Density 200 x 10e3 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Half-Inch Reel and Cartridge Products

The data are recorded in parallel longitudinal tracks on the tape. The tape contains between
18 and 48 tracks which are recorded in a single pass for high performance drives and are recorded in

multiple passes for lower performance drives. Areas of technological advancement are listed below.
¢ Data compression.
e Track density
¢ Higher linear tape speed.

Current(1990) attributes and projected 1993 attributes for half-inch cartridge longitudinal tape are

listed in Tables 7 and 8.

22.1.5 Quarter-Inch Cartridge Longitudinal Tapes  Quarter-inch cartridge longitudinal tape
is typically used on lower-end systems and does not have the performance of half-inch tape. The

technology records data in parallel longitudinal tracks on tape contained in a cartridge. The tape
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TABLE 7. 1990 Half-Inch Cartridge Longitudinal Tape Attributes

Access Time 20 - 50 seconds
Capacity 95 - 1280 megabytes
Transfer Rate 04 - 24.0 megabits/second
Cost per Megabyte 4-20 _$/megabyte
Removable Media Cost 0.10 -0.20 $/megabyte
Areal Density 2 x 10e6 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Half-Inch Reel and Cartridge Products

TABLE 8, Projected 1993 Half-Inch Cartridge Longitudinal Tape Attributes

Access Time 20 - 50 seconds
Capacity 40 - 1280 megabytes
Transfer Rate 04 - 240 megabits/second
Cost per Megabyte 3-20 “$/megabyte
Removable Media Cost 0.08 - 0.16 _$/megabyte
Areal Density 5 x 10e6 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Half-Inch Reel and Cartridge Products

may contain between 9 and 80 tracks which are recorded during multiple passes. Higher
performance drives contain heads which write four tracks in parallel while lower performance drives

write one track at a time. Areas of technical advancement for quarter-inch tape are listed below.
¢ Data compression.
¢ Increased coercivity for higher recording and track densities.
¢ Increased length cartridges.
e Higher linear tape speed.

Current(1990) attributes and projected 1993 attributes for quarter-inch cartridge longitudinal tape

are listed in Tables 9 and 10.

2.2.1.6 Helical Scan Tapes  Helical scan technology records data in parallel tracks which are

recorded diagonally across the tape. Helical scan technology typically uses 4 mm or 8 mm tape
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TABLE 9. 1990 Cartridge Longitudinal Tape Attributes

Access Time 10 45 seconds
Capacity 10 - 525 megabytes
Transfer Rate 0.032-10 megabits/second
Cost per Megabyte 4-12 $/megabyte
Removable Media Cost 0.10 - 1.00 $/megabyte
Areal Density 1.4 x 10e6 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Data Cassette and Data Cartridge Products

TABLE 10. Projected 1993 Cartridge Longitudinal Tape Attributes

Access Time 10 - 45 seconds
Capacity 10 - 1250 megabytes
Transfer Rate 0.032-18 megabits/second
Cost per Megabyte 2-10 $/megabyte
Removable Media Cost 0.05 - 1.00 $/megabyte
Areal Density 3.0 x 10e6 bits per square inch
Source: Freeman Reports Computer Tape Outlook 1989

Data Cassette and Data Cartridge Products

although a few systems use 1/4" and 1/2" tape. Helical scan technology is very similar to television
video tape technology. Several systems including Honeywell's VLDS helical scan tape recorder
utilize T120 VHS tapes. Units using T120 VHS tapes can store between 2.5 and 5.2 Gbytes. 8 mm

units from Exabyte store 2.3 Gbytes on an 8 mm video cassette. 4 mm products utilize Digital Audio

Tape (DAT) technology and store between 700 Mbytes and 1.3 Gbytes on a cassette.

Helical scan technologies use magnetic heads mounted on a rotating drum to record data at an
angle across the tape. The drum rotates at 1800 to 3600 rpm while the tape moves by at a slow
speed. This results in a very high track density of 800 to 2000 tracks per inch. Combined with a
recording density between 15,000 and 60,000 bits per inch this track density corresponds to an areal

density of 100 million bits per square inch. Helical scan technology is expected to advance in the

following areas.




e Data compression.
e Track density.
e Longer tape.

e Recording density,

Current(1990) attributes and projected 1993 attributes for helical scan tape are listed in Tables 11

and 12,
TABLE 11. 1990 Helical Scan Tape Attributes
Access Time 20 seconds
Capacity 700 - 5200 megabytes
Transfer Rate 0.96 - 1.5 megabits/second
Cost per Megabyte 2-4 $/megabyte
Removable Media Cost 0.004 - 0.014 $/megabyte
Areal Density 100 x 10e6 bits per square inch
Source: IEEE Spectrum October 1989.

TABLE 12, Projected 1993 Helical Scan Tape Attributes

Access Time 20 -25 seconds

Capacity 700 - 10,000 megabytes

Transfer Rate 25-50 megabits/second
Cost per Megabyte 1-4 $/megabyte
Removable Media Cost 0.004 - 0.014 $/megabyte

Areal Density 250 x 10e6 bits per square inch
Source: IEEE Spectrum October 1989.

2.2.1.7 Optical Tape

Optical tape technology utilizes a dye polymer on a polyester-based

material to achieve high capacity write-once storage. The data are recorded on a 35 mm wide tape.

Creo Electronics Corporation has an optical tape drive which stores one Terabyte. The drive

records 28,500 bits per inch and has a track density of 15,875 tracks per inch. The unit costs

$225,000 which is $0.225 per megabyte. The removable media cost is $10,000 for one terabyte which

is $0.01 per megabyte. Optical tape technology is expected to advance in the following areas.




e Data compression.
o Rewriteable media.
e Lower capacities at lower price.

Current(1990) attributes and projected 1993 attributes for optical tape are listed in Tables 13 and 14.

TABLE 13. 1990 Optical Tape Attributes

Access Time 28 seconds

Capacity 1,000,000 megabytes

Transfer Rate 24 megabits/second
Cost per Megabyte 0.225 $/megabyte
Removable Media Cost 001 $/megabyte

Areal Density 450 x 10e6 bits per square inch
Source: Freeman Reports: Optical Data Storage Outlook

TABLE 14. Projected 1993 Optical Tape Attributes

Access Time 28 seconds

Capacity 8,000 - 2,500,000 _megabytes

Transfer Rate 2-60 megabits/second
Cost per Megabyte 0.09 - 0.60 $/megabyte
Removable Media Cost 0.0025 - 0.005 $/megabyte

Areal Density 1130 x 10e6 bits per square inch
Source: Freeman Reports: Optical Data Storage Qutlook

2.2.1.8 Autochanger Systems  Autochanger systems utilize a robotic autochanger, removable
media and multiple drive mechanisms to provide extremely large amounts of on-line storage.
Autochanger systems utilize optical or cartridge tape. The large access time is due to delays while

the mechanical robotic system retrieves the required media from a storage slot.

Optical autochangers utilize 14", 12", 8" or 5.25" media. Cartridge accesses involve removing
the current media from the drive, storing the media, retrieving the new media and loading it into the
drive. The cartridge access takes between ten and fifteen seconds on an optical drive. Tape

autochangers utilize cartridge tapes. 8 mm and 4 mm tapes are used for large capacity systems
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while 3480 type cartridges are used for high performance systems. Technological advancement areas
for autochangers are listed below.

e Higher speed and more reliable robotic assemblies.

o Technological advancements in appropriate media.

Current(1990) attributes and projected 1993 attributes for optical tape are listed in Tables 15 and 16.

TABLE 15. 1990 Autochanger System Attributes

Access Time 10 - 90 seconds

Capacity 1000 - 552,000 megabytes

Transfer Rate media dependent megabits/second

Cost per Megabyte 0.08 - 2.00 $/megabyte

Removable Media Cost media dependent $/megabyte

Areal Density media dependent bits per square inch
TABLE 16. Projected 1993 Autochanger System Attributes

Access Time 10 -9 seconds

Capacity 1000 - 1,300,000 megabytes

Transfer Rate media dependent megabits/second

Cost per Megabyte 0.04 - 1.00 $/megabyte

Removable Media Cost media dependent $/megabyte

Areal Density media dependent bits per square inch

222 Semiconductor Memory

Semiconductor memory consists of electronic devices on a semiconductor substrate.
Semiconductor memory can utilize any of several scmiconductor technologies although
Complementary Metal Oxide Semiconductor (CMOS) is the dominant technology today. Bipolar
CMOS (BiCMOS) and Emitter Coupled Logic technologies are expected to be the dominant

technologies in the 1990’s due to increased speed requirements.!)
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Semiconductor memory has diverged into three broad categories. These categories are static
random access memory (SRAM), dynamic random access memory (DRAM) and bubble memory.
Static RAM is the fastest of the semiconductor memories while bubble memory is the slowest.
Bubble memory is non-volatile which means it retains its contents when power is removed. SRAM

and DRAM lose their contents if power is removed.

Semiconductor memory is characterized by fast access times, moderate capacity, high transfer
rates and high cost per megabyte. Access time refers to the amount of delay associated with
fulfilling a random request for data. Capacity is the amount of data which can be stored on a
physical unit. Transfer rate is the amount of data per second which can be written or read from the
device on a sustained basis. Cost per megabyte is a merit which evaluates a technology based on
unit price and capacity. The 1993 estimated cost per megabyte is based on semiconductor trends
which indicate that chip capacities quadruple every three years with chip size increasing by a factor
of 1.2. Lower yields which result from increased chip size and increasingly complex production
prevent cost from dropping proportional to density gains. Each of these characteristics is discussed

below for the existing semiconductor technologies.

2.2.2.1 Static RAM  Static RAM is the fastest semiconductor memory. The density and
capacity of static RAM is lower than dynamic RAM because static RAM requires four to six
transistors per memory cell compared to dynamic RAM which requires one. The static RAM is
faster because refresh operations are not required. Static RAM is used in computer systems near
the high speed CPU’s. Advances in CPU cycle time have required static RAM to become
increasingly faster. Static RAM using BiCMOS technology can operate in the sub 10 nanosecond

range.

Capacity is quoted for banks or other combinations of integrated circuits which create byte
wide memory. Higher capacitics can be obtained with multiple banks on a board. Cost per

megabyte is based on quoted original equipment manufacturer (OEM) prices for the ICs multiplied




by a factor of three to compensate for board cost, production cost, distribution, profit and other
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factors. Technical advancement areas for static RAM are listed below.

e BiCMOS process.

¢ GaAs technological advancements.

o Integrated circuit yield improvements.

Tables 17 and 18 contain current and projected 1993 static RAM attributes. Projected attributes are

based on long term semiconductor trends.

TABLE 17. 1990 Static RAM Attributes

Access Time 3.5 - 200 nanoseconds
Capacity 003 -1.0 megabytes
Transfer Rate 40 - 2250 megabits/second
Cost per Megabyte 760 - 12,200 $/megabyte
Removable Media Cost N.A. $/megabyte

Areal Density 10 x 10e6 bits per square inch
Source: EDN Feb. 15, 1990

TABLE 18. Projected 1993 Static RAM Attributes

Access Time 1-200 nanoseconds
Capacity 003-4 megabytes

Transfer Rate 40 - 8000 megabits/second
Cost per Megabyte 250 - 4000 $/megabyte
Removable Media Cost N.A. $/megabyte

Areal Density 33 x 10e6 bits per square inch

22.2.2 Dynamic RAM

Dynamic RAM can achieve higher densities than static RAM

because it only requires one transistor per memory cell. The value of a bit is stored as a charge on a
capacitor which is accessed through the transistor. The charge on the capacitor leaks off with time.

This requires that dynamic RAM memory cells be read and refreshed at periodic intervals,

Capacity is quoted for banks or other combinations of integrated circuits which create byte




wide memory. Higher capacities can be obtained with multiple banks on a board. Cost per megabyte
is based on quoted end user prices from BYTE magazine January 1990 for low end prices. High end

prices are based on manufacturer list prices for minicomputer systems. Dynamic RAM is expected
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to advance in the following technological areas.

e Lithography improvements.

e Reduced capacitor size.

o Integrated circuit yield improvements.

¢ Built-in or simplified refresh.

Tables 19 and 20 contain current and projected 1993 dynamic RAM attributes. Projected attributes

are based on long term semiconductor trends.

TABLE 19. 1990 Dynamic RAM Attributes

Access Time 65 - 200 nanoseconds

Capacity 0.25-10 megabytes

Transfer Rate 40 - 120 megabits/second

Cost per Megabyte 120 - 500 $/megabyte

Removable Media Cost N.A. $/megabyte

Areal Density 50 x 10e6 bits per square inch
TABLE 20. Projected 1993 Dynamic RAM Attributes

Access Time 50 - 200 nanoseconds

Capacity 0.25 - 16.0 megabytes

Transfer Rate 40 - 160 megabits/second

Cost per Megabyte 40 - 170 $/megabyte '

Removable Media Cost N.A. $/megabyte

Areal Density 170 x 10e6 bits per square inch

Source: Electrical Enginecring Times Issue 594
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2.3 Memory Hierarchy

Computer systems use several memory technologies to form a complete memory system. A
memory system which consists of at least two memories of differing speed and size is called a
memory hierarchy.S! A memory hierarchy which has properly selected components can provide the
storage capacity of the largest (and typically slowest) technology at a speed only slightly slower than

the fastest most expensive memory technology.

The attributes of existing technologies are summarized in Table 21 for online capacities. This

means that the cost per megabyte is calculated based on online capacity.

TABLE 21. Online Memory Attributes

Technology Cost ($/MByte) | Access Time | Unit Capacity(Megabytes)
Static RAM 760 - 12,200 3.5-200 nsec | 0.03 - 1.0
Dynamic RAM 120 - 500 65 - 200 nsec | 0.25 - 4.0
Bubble Memory 1000 10 msec 1
Winchester Disk 4-10 12 -20 msec 20 - 1600
Optical Disk 12 -24 40 - 100 msec | 256 - 450
Helical Scan Tape 2-4 20 - 60 sec 700 - 5200
Half-inch Cartridge Tape 4-20 20 - 50 sec 95 - 1280
Quarter-inch Cartridge Tape | 4 - 12 10 - 45 sec 10 - 525
Reel-to-Reel Tape 40 - 80 60 sec 40 - 500
Autochanger (optical) 05 -20 10 - 15 sec___| 1000 - 250,000
Autochanger (tape) 0.08 - 1.00 20 - 50 sec 1000 - 552,000
Optical Tape 0.225 28 sec 1,000,000

The access time and cost of the various memory technologies are shown in Figure 1. The
region between the dashed lines in Figure 1 is known as a gap. The gap is a region where no cost
effective memory technology exists which could allow memory hierarchies to perform more
effectively. Magnetoresistive memory is targeted as a gap technology. The following comparison
details how magnetoresistive memory would improve memory system performance for an equivalent

cost.
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23.1 Performance Impact of Magnetoresistive Memory

This section will examine the performance gains which can be achieved by using
magnetoresistive memory as a gap technology. The cost and performance attributes of the three

technologies used are from Granley and Daughton!®! and are shown in Table 22.

TABLE 22. Projected Cost/Performance For DRAM, MRAM, and Hard Disk Mass Memories

DRAM MRAM Hard Disk
Approximate Cost ($/MB) 100 10 1
Access Time (usec) 0.1 10 10,000

The performance impact of the magnetoresistive memory is evaluated using disk cache
measurements from Smith.”! Smith performed trace measurements on three commercial systems and
evaluated the impact of disk caching. The measurements and simulated disk caching indicated the

following miss ratios.

TABLE 23. Miss Ratios for Three Commercial Systems

System On-line Miss Ratio for | Miss Ratio for | Miss Ratio for | Miss Ratio for
Name Disk Space | SOOMB Cache | SOMB Cache | 250MB Cache | 25MB Cache
Crocker Bank 11.8 GB 0.09 0.14 - -
Hughes Aircraft 99 GB 0.02 0.06 - -
Stanford LA Center 25GB - - 0.015 0.060

Using a simple model for evaluating effective access times, the performance impact of disk
caches located in RAM and MRAM can be evaluated. Assuming the same amount of money is
being expended to improve the system, the amount of MRAM which could be added is ten times
greater than the DRAM. For the first two systems, the comparison is between SOOMB of MRAM
and 50 MB of DRAM. For the third system, the comparison is between 250 MB of MRAM and 25

MB of DRAM.
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The equation used to evaluate the effective access time is

Tejf = (1-MR) T o + MR-Ty'(1+ WR)

where MR = Miss Ratio
and WR = Write Ratio ( assumed to be 0.3 )

The results of equation 2.1 are shown in Table 24, The memory systems using MRAM
performed between 1.5 times and 3.8 times faster than the systems using DRAM disk caches costing
equivalent amounts of money. These Figures show that MRAM can be used to cost effectively
improve memory system performance. For Crocker Bank the performance is 1.5 times faster, while

performance for Hughes Aircraft and the Stanford Linear Accelerator Center are 2.9 and 3.8 times

faster respectively.

TABLE 24. Disk Cache Performance for Three Commercial Systems

System Effective Access Effective Access Performance Gain using
Name Time with MRAM | Time with DRAM | MRAM instead of DRAM
Crocker Bank 1179.1 usec 1820.1 usec 1.54
Hughes Aircraft 269.8 usec 780.1 usec 2.89
Stanford LA Center 204.9 usec 780.1 usec 3.81

2.4.1 Introduction

Magnetoresistive memory uses a physical phenomena known as magnetoresistance to store
data. A magnetoresistive memory element can be magnetized into one of two possible states. This
section discusses magnetoresistance and magnetoresistive memory elements. Magnetoresistance will

be discussed first, followed by a detailed description of how magnetoresistive memo